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Is ICT sustainability an issue?

Michela Meo - November 3rd, 2020 2Climate Change, 2016). We performed both a linear and exponen-
tial fit to the data shown in Fig. 7. The coefficient of determination
R2 of the exponential fit was 0.9978 and 0.9957, with an average
annual growth rate of 8.1% and 7.0% for the minimum and
maximum curves respectively. The R2 of the linear fit, on the other
hand, was 0.9857 and 0.9930, for the minimum and maximum fits
respectively. Although the exponential fit is slightly higher and
more realistic, we show both fits on Fig. 7 to offer a lower bound of
our projections. Both exponential fits predict that by 2040, the ICT
carbon footprint could account for as much as 14% of the total
worldwide footprint at the 2016 level, and hence exceed the
current relative footprint of the Agriculture sector (9%), and almost
half of the current total footprint of the industrial sector (29%) in
the United States (U.S. Environmental Protection Agency, 2017).

It's interesting to note that the gap between the minimum and
maximum projection for the exponential fit appears to close at
around year 2035. We remind the reader that the gap between the
minimum and maximum projections is due primarily to our large
uncertainty about the lifecycle annual footprint of computers
(desktops and laptops) and displays. The total combined relative
contribution of those devices declined from 35% in 2010 to 20% in
2020, and is expected to continue to decline beyond 2020, and
hence it's reasonable to expect the gap between the minimum and
maximum projections to eventually become negligible. Our expo-
nential projections through 2040 shows a crossover where the
minimum curve surpasses the maximum curve. We surmise this
behavior as an artifact of the exponential fit, and the increased error
that is inherent to extrapolations over such a long time scale in
general. The key message of the exercise however is that both the
minimum and maximum projections suggest that continued
exponential growth of the ICT footprint, if unchecked, will reach as
high as 14% of the total worldwide footprint, a clearly unacceptable
level as it will definitely undermine any reductions achieved from
the other GHGE emissions sources.

On the other hand, the linear fits show an increase to 6% and 7%
for the minimum and maximum projections respectively. While a
linear fit is unrealistically conservative, it still shows almost a
doubling of the relative contribution of ICT from 2020 levels and
a 10-fold increase from the 2007 levels. It's arguable that an

incremental increase of 6% of the global levels of CO2-e emissions
from ICT might still seriously undermine the global efforts to curb
GHGE emissions overall.

6. Discussion & limitations

The above analysis of the growing impact of ICT industry on the
global carbon footprint takes into precise and methodical account
the impact of the production footprint in addition to the energy
consumption of the ICT devices. It also accounts and highlights for
the first time the contribution of smart phones to the overall
impact. While most of the reviewed literature has focused on the
impact of personal computers, and mostly desktops, we found that
by 2020, the contribution of PC's (including desktops and note-
books) accounts for no more than 13% of the total ICT impact, and is
expected to continue to decline in relative terms beyond 2020, with
most of the decline coming from the desktops sector, which
dropped from 18% in 2010 to 7% in 2020, while notebooks dropped
from a relative contribution of 8%e6% in the same period. Displays
continue to contribute significantly to the overall footprint where
they dropped from an overall 9%e7% in the same 10-year period.

The big surprise however in our findings is the disproportionate
impact of smart phones by 2020, and its vertiginous growth from
4% in 2010 to 11% in 2020 in relative terms. In absolute terms, the
GHGE emissions of smart phones grew from about 17MteCO2-e in
2010 to 125MteCO2-e in 2020, representing a 730% increase in the
span of 10 years. This impact is clearly driven by the fact that the
production energy makes up 85e95% of its lifecycle annual foot-
print, driven by the short average useful life of smart phones of 2
years, which is driven by the telecom membership business model.
Clearly this business model, while highly profitable to the smart
phone manufacturers and the telecom industry, is unsustainable
and quite detrimental to the global efforts in GHGE reductions.

Furthermore, the contribution of the ICT infrastructure makes
up the lion share of the overall industry impact, growing from 61%
in 2010 to 79% in 2020. Most of that relative growth comes from the
data center industry, which as we move increasingly into a digital
age, has become the backbone of both the Internet as well as the
telecom industry, and grew its contribution to the overall footprint

Fig. 7. ICT footprint as a percentage of total footprint projected through 2040 using both an exponential and linear fits.

L. Belkhir, A. Elmeligi / Journal of Cleaner Production 177 (2018) 448e463458

Source: Lotfi Belkhir, Ahmed Elmeligi, 
‘’Assessing ICT global emissions 
footprint: Trends to 2040 & 
recommendations”, Elsevier Journal of 
Cleaner Production 177 (2018) 448-
463 

§ According to recent estimates, ICT industry 
– generates about 3% of emissions today
– might generate up to 14% emissions by 2040

From 
4% to 14%
in 20 years!



Where is the forecast coming from? 

§ The expected growth of electricity demand and hence 
emissions is due to the data tsunami
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§ popularity of high-rate 
multimedia applications

§ more people connected 
§ traffic generated by robots, 

sensors, machines

Source: Cisco VNI, 2017



DC contribution to consumption
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Source: How to stop data centres from gobbling up the world’s electricity, Nicola 
Jones, Nature NEWS FEATURE  12 SEPTEMBER 2018

DC consumption
§ a large fraction
§ expected to grow at 

faster pace 



Huge values

§ In US, data centers consume 3% of total US electricity
§ The most consuming DCs in the world

– China-Telecom inner Mongolia Information Park: 
150 MW

– China-Mobile Hohhot DC: 
115 MW

– China-Mobile Harbin DC: 
150 MW
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Source: http://worldstopdatacenters.com/power/
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Not only a matter of consumption

§ Consumption is only one side of the story
§ Sustainability issues have to be evaluated by considering 

how electricity is generated (carbon footprint)
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Still a lot of fossil fuel 
à carbon emissions

65%

2017 World Electricity Production

Source: International Energy Agency: 
Electricity Statistics, www.iea.org



Awareness is growing
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Sustainable Development Goals 
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11: air pollution and efficient management practices
12: promoting resource and energy efficiency, sustainable infrastructures
13: cleaner, more resilient economies



European Green Deal 

§ State of the Union Address on Sept. 16, 2020
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Ursula von der Leyen, President of the European Commission

A plan to make the EU’s  economy sustainable

“the European Commission is proposing to increase the 2030 
target for emission reduction to at least 55%. […]. The 2030 target 

is ambitious, achievable, and beneficial for Europe.”



What do these data say? 

§ There is and will be a significant increase of ICT 
technologies, everywhere, with more demanding services

§ Data Centers are one fundamental component of this 
scenario

§ Electricity generation is still mainly based on fossil fuel, 
there is a threat to climate and environment

§ There is an issue of ICT sustainability
§ Make ICT more sustainable: consume less, consume better
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DC management

goals
Reduce 

consumption

Reduce 
operational 

costs

Reduce 
carbon 

emissions

Guarantee 
QoS 

Load balance 

Inter-site 
communic.
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The management 
decides balance and 

priorities among goals

high OPEX 
reduces
revenues

targets by law, 
competitive 
advantage

avoid overloads 

prevent 
overload 

high consumption makes 
power supply difficult

it is a cost, 
should be 

carefully decided



EcoMultiCloud

§ For multi-site DCs
§ Hierarchical architecture with two layers

– Lower layer
• DC monitoring and data collection
• Intra-cloud consolidation

– Upper layer
• Data exchange among DCs
• Assignment and migrations decision
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Sources:
• "Reducing the Operational Cost of Cloud Data Centers through Renewable Energy", D. Laganà, C. 

Mastroianni, M. Meo, D. Renga, MDPI Algorithms, Vol. 11, No. 10, 2018.
• "Hierarchical approach for efficient workload management in geo-distributed data centers", A. Forestiero, 

C. Mastroianni, M. Meo, G. Papuzzo, M. Sheikhalishahi, IEEE Transactions on Green Communications 
and Networking, Vol. 1, No. 1, 2017.

• "Probabilistic consolidation of virtual machines in self-organizing cloud data centers," C. Mastroianni, M. 
Meo, G. Papuzzo, IEEE Transactions on Cloud Computing, Vol.1, No.2, 2013.
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DC
manager

Local
Manager collect data

intra-DC consolidation
à assign VMs to servers

upper
layer

lower
layer
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upper
layer

lower
layer

inter-DC 
comm.

intra-DC
comm. • data exchange

among DCs
• VMs assignment

to DCs
• VMs migration

DC manager DC manager

local
manager



Upper layer: assignment function

§ At DC i, compute a cost function, assignment function:
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Example: cost and load balance

§ Minimize cost, guaranteeing that the load is not too
unbalanced; use
– load, U, to define at load balance
– energy cost, C, depends on electricity price and PUE, Power Usage

Effectiveness
• (in case of carbon footprint, it would depend on electricity footprint) 
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f
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U (i )

UMax
+ (1− β) C (i )

C Max

load energy cost

weight that defines how important the 
goal of load balance is w.r.t. cost
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DC 1

DC 2

DC 3

DC 4VM VM

DCM DCM

U(1), C(1)

U(2), C(2)

fa(1) fa(3)

fa(2) fa(4)

U(3), C(3)

U(4), C(4)



Assignment and migrations

§ At the steady-state the values of fa(i) tend to be 
– the same for all the sites
– the lowest possible

§ The geo-distributed DC adaps to variations, in a 
self-organizing way

§ To speed up adjustments to changes in the scenario (e.g., 
electricity price variations) VM migrations are needed
– Periodically check if differences among fa(i) values is larger than a 

given threshold
– If so, migrate VMs from DC with the largest fa to DC with the smallest

Michela Meo - November 3rd, 2020 19



Cost and load balance
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Adapt to price variations
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Fig. 11. Utilization of DCs vs. time during the third day after the initial
assignment.
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Fig. 12. Energy cost per hour vs. time during the third day after the initial
assignment.
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Fig. 13. Total energy cost per hour vs. time during the third day after the
initial assignment, with different allowed migration rates.

Figure 12 shows the energy costs of the four DCs. The
inter-DC migration process makes costs closer to each other,
as can be observed by comparing this figure to Figure 7. Most
importantly, the total cost notably reduces: Figure 13 reports
the total energy cost obtained with two different values of
inter-DC bandwidth and, for the sake of comparison, in the
case that migrations are disabled (curve “no migrations”) and
in the case that the migrations are instantaneous, taken as a
theoretical limit. Cost savings clearly increase with the allowed
bandwidth.
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Fig. 14. Total daily energy cost in the third day vs. the allowed migration
rate, for different values of β.
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Fig. 15. Coefficient of variation in the third day of operation for different
values of β.
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Fig. 16. Utilization of DCs vs. time during the third day after the initial
assignment. Overall load Λ=75%.

The total daily cost of energy is reported in Figure 14,
for different values of inter-DC bandwidth and β. In the case
examined so far, with β=0.5, the daily cost is equal to about
$973,000 if migrations are not allowed, while it is about
$860,000 when the bandwidth is 2 Gbps, resulting in a cost
saving of about $113,000, corresponding to 11%. Cost savings
are even higher with β=0, since the load balancing is not taken
into account, and cheaper DCs are able to attract more VMs.
In this case, the daily saving increases to about $219,000,
or 21%. Conversely, with β=1, all the DCs support the same

• low price in DC 1
• high price in DC 4

• low price in DC 2
• high price in DC 1 and DC 4
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temporary inefficiencies in the VM distribution due to changing conditions, inter-DC VM migrations
are performed. Migrations redistribute part of the workload so as to adapt to new conditions.

The migration algorithm is triggered when the values of the fassign function of two DCs differ
by more than a predetermined threshold. The frequency at which this condition is evaluated should
depend on the dynamism of the specific scenario and on the cost of migrations in terms of delay; i.e.,
on the frequency at which the price of energy and RE generation vary and on the typical lifetime of
VMs, as well as on the bandwidth that is available for migrations. When such an imbalance is detected,
VMs are migrated from the data center having the highest value of fassign to the data center with the
minimum value, until the values reenter within the tolerance range. The frequency of migrations is
limited by the bandwidth between the source and target data centers. This bandwidth may correspond
to the physical bandwidth of inter-DC connections or may be a portion of the physical bandwidth
reserved by data center administrators for this purpose. In some cases, a few migrations might be
needed between two DCs simply to balance some load fluctuations that make the fassign functions of
the DCs differ more than desired. These events typically require only a few migrations. In other cases,
a batch of migrations is instead necessary to compensate abrupt changes of the fassign function in a DC,
for example due to some electricity price variations. When this happens, the process as described
above translates into a sequence of VM migrations between pairs of DCs until a new balance among
all the fassign functions is reached. When the abrupt change makes a DC become the best performing
DC, multiple VM migration requests will be made by the other DCs; to avoid congestion on the access
links of the receiving DC, the VM migration process can be easily coordinated by the DCM of the
receiving DC.

5. Results

This section is devoted to the evaluation of the benefits of the introduction of RE in a complex
multi-site cloud computing infrastructure and of the effectiveness of EcoMultiCloud as an approach to
maximize the performance of the system.

The scenario under analysis is the same as in [38,39], with four interconnected DCs and values
of the PUE as reported in Table 1; time zones are also indicated with respect to UTC, assuming that
the DC locations are, respectively, California, Ontario (Canada), the U.K. and Germany. Figure 4
reports energy prices in a 24-h interval; again, time is expressed in UTC. Energy prices are taken or
extrapolated from the following websites:

• California: www.pge.com/tariffs/IndustrialCurrent.xls
• Ontario:https://www.hydroone.com/rates-and-billing/rates-and-charges/electricity-pricing-

and-costs
• U.K.: www.westernpower.co.uk/docs/system-charges/LC14-v6-5-SWEB-Final-13-14.aspx
• Germany: www.iwr-institut.de/en/press/background-informations
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Figure 4. Energy price, expressed as $/kWh, for the 4 DCs, versus time of the day.
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Effect of migrations
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Fig. 11. Utilization of DCs vs. time during the third day after the initial
assignment.
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Fig. 12. Energy cost per hour vs. time during the third day after the initial
assignment.
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Fig. 13. Total energy cost per hour vs. time during the third day after the
initial assignment, with different allowed migration rates.

Figure 12 shows the energy costs of the four DCs. The
inter-DC migration process makes costs closer to each other,
as can be observed by comparing this figure to Figure 7. Most
importantly, the total cost notably reduces: Figure 13 reports
the total energy cost obtained with two different values of
inter-DC bandwidth and, for the sake of comparison, in the
case that migrations are disabled (curve “no migrations”) and
in the case that the migrations are instantaneous, taken as a
theoretical limit. Cost savings clearly increase with the allowed
bandwidth.
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Fig. 14. Total daily energy cost in the third day vs. the allowed migration
rate, for different values of β.
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Fig. 15. Coefficient of variation in the third day of operation for different
values of β.
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Fig. 16. Utilization of DCs vs. time during the third day after the initial
assignment. Overall load Λ=75%.

The total daily cost of energy is reported in Figure 14,
for different values of inter-DC bandwidth and β. In the case
examined so far, with β=0.5, the daily cost is equal to about
$973,000 if migrations are not allowed, while it is about
$860,000 when the bandwidth is 2 Gbps, resulting in a cost
saving of about $113,000, corresponding to 11%. Cost savings
are even higher with β=0, since the load balancing is not taken
into account, and cheaper DCs are able to attract more VMs.
In this case, the daily saving increases to about $219,000,
or 21%. Conversely, with β=1, all the DCs support the same

Migrations allow a higher 
• capability to adapt
• level of consolidation
à reduce costs
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Energy production

Algorithms 2018, xx, 1 12 of 20

midnight for DC 3, which is located in the U.K., all the VMs were assigned one by one by executing
the assignment algorithm described in Section 4.

Results were obtained for a total load L = 50%. Since the RAM was the bottleneck resource,
the overall load L of the system was defined as the ratio between the total amount of RAM utilized by
the VMs and the RAM capacity of the entire system. Thus, the overall number of VMs was chosen
so as to load the whole system to the desired extent. VMs were assumed to be launched at different
rates during the day and the night, namely lday and lnight, and that lday = 2 · lnight, with an average
lifetime of 5 h per VM. When the VM migration algorithm was applied, the fassign value of each DC was
checked every hour, and workload migration was triggered when fassign values of two DCs differed by
more than 3%.

Simulations were performed over a period of seven days, considering several combinations of
PV panel and storage capacity values. The size of the PV panels may be different for each DC. At the
beginning of the simulation period, the battery units were assumed to be empty.

5.1. Impact of Renewable Energy on Cost Saving

We start by reporting in Figure 5 the amount of hourly energy production for a few days in the
various DCs. First of all, observe the typical intermittent behavior of RE generation, with production
during daytime and no production during night. In addition, since the solar irradiance was taken
from real traces, there was some difference in the behavior of different days, as can be clearly seen
from the peak values. Second, notice that the different time-zones in which the DCs are located created
a shift in the typical intermittent pattern. An effective approach for performance maximization should
adapt workload allocation among the DCs taking into account the overall patterns of RE generation,
moving the load in accordance to where RE is generated and cost results lower.
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Figure 5. Production of RE in each considered DC location.

Figure 6 reports the hourly energy consumption and the hourly energy cost for each DC in
a sample day. As can be observed from Figure 6a, the energy consumption of each DC showed
a limited variability among DCs and during the day, with a minimum consumption level of slightly
more than 50% the maximum observed hourly energy demand. Conversely, as can be evinced from
Figure 6b, the energy costs varied much more over time and from DC to DC, due to energy price
fluctuations. In particular, considering the time window from midnight to 6:00, despite similar energy
consumption levels in the different DCs, the cost for the energy consumption showed huge variability
over different DCs, with the range of variation being as high as 80% the maximum registered hourly
energy cost. A proper VM assignment was hence required in order to place energy-demanding VMs
on DCs where the energy price was lower.
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§ Energy production depends on time zones
§ Take advantage of geographical diversity



Energy production
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midnight for DC 3, which is located in the U.K., all the VMs were assigned one by one by executing
the assignment algorithm described in Section 4.
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PV panel and storage capacity values. The size of the PV panels may be different for each DC. At the
beginning of the simulation period, the battery units were assumed to be empty.

5.1. Impact of Renewable Energy on Cost Saving

We start by reporting in Figure 5 the amount of hourly energy production for a few days in the
various DCs. First of all, observe the typical intermittent behavior of RE generation, with production
during daytime and no production during night. In addition, since the solar irradiance was taken
from real traces, there was some difference in the behavior of different days, as can be clearly seen
from the peak values. Second, notice that the different time-zones in which the DCs are located created
a shift in the typical intermittent pattern. An effective approach for performance maximization should
adapt workload allocation among the DCs taking into account the overall patterns of RE generation,
moving the load in accordance to where RE is generated and cost results lower.
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Figure 5. Production of RE in each considered DC location.

Figure 6 reports the hourly energy consumption and the hourly energy cost for each DC in
a sample day. As can be observed from Figure 6a, the energy consumption of each DC showed
a limited variability among DCs and during the day, with a minimum consumption level of slightly
more than 50% the maximum observed hourly energy demand. Conversely, as can be evinced from
Figure 6b, the energy costs varied much more over time and from DC to DC, due to energy price
fluctuations. In particular, considering the time window from midnight to 6:00, despite similar energy
consumption levels in the different DCs, the cost for the energy consumption showed huge variability
over different DCs, with the range of variation being as high as 80% the maximum registered hourly
energy cost. A proper VM assignment was hence required in order to place energy-demanding VMs
on DCs where the energy price was lower.
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Figure 8. Number of VMs per DC versus time.

In Figure 9 the impact of migrations on the scenario can be assessed by observing the energy
cost-saving for different sizes of the PV panels installed in each of the four DCs, either without any
storage (Figure 9a) or with battery units providing a storage capacity of 200 kWh and 400 kWh
(Figure 9b,c). The lowest curve refers to the case in which no migration was performed (orange curve).
For comparison purposes, two other cases were considered as well: workload that was moved from
the most costly DC randomly to the other DCs (blue curve) and workload that was moved targeting
energy-saving (red curve). Observe from Figure 9a that the possibility to migrate some VMs can
improve cost-saving by up to 17%, even without any storage, with the energy-saving migration policy
only slightly outperforming the random migration policy. The introduction of a storage of capacity
200 kWh (Figure 9b) provided similar cost-saving percentages under VM migration, but its impact in
terms of absolute decrease of the energy bill was higher than in the case without any storage. The same
curves are shown in Figure 9c for a battery capacity that is double the value considered in Figure 9b;
i.e., the battery is 400 kWh instead of 200 kWh. Saving reached 100%, for large values of the PV
panels, meaning that the DCs were powered all the time with RE. In this case, migrations were useless.
For intermediate values of the PV panels, migrations helped in improving saving, similarly to the
previous case.
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(a) B = 0 kWh
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(b) B = 200 kWh
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(c) B = 400 kWh
Figure 9. Cost-saving versus PV panel size for different migration policies; battery capacity equal to
0 kWh, 200 kWh and 400 kWh.

5.3. Proper Placement of Photovoltaic Panels

RE generators reduce operational costs, but they require an initial investment. Given the total
investment, i.e., given the total size of the PV panels and battery capacity that the company is willing to
invest in, the distribution of the generators among the DCs can have a different impact on the overall
cost, which depends on a combination of the variables that are involved in the proposed approach:
energy price, irradiation, values of PUE of the sites. Figure 10 reports cost-saving (in dark blue) and
the amount of energy that was bought from the power grid (in light blue) in two scenarios, both
corresponding to a total of 200-kWp PV panels. In the first scenario, the PV panels were installed in
the various DCs in proportion to their value of PUE; while the opposite was done in Scenario 2, in
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(b) Energy cost
Figure 6. Energy consumption, expressed as kWh, and energy cost, expressed as $, for the four DCs,
versus time of the day.

To understand the benefits of RE generation in the considered scenario, Figure 7 reports the
weekly energy cost (Figure 7a) and cost-saving in percentage (Figure 7b) for several cases in which
different values of the PV panel size and battery capacity were considered. Clearly, as the PV panel size
increased, the amount of produced RE increased, and energy cost decreased. However, the advantages
that were large for small RE plants reduced when a condition was reached such that most of the
power supply was provided by RE. No additional saving was possible by increasing the PV panel
size. Battery capacity had a similar impact. Large values of batteries allowed a better utilization of
the produced RE. Once battery capacity was such that all the produced RE was used, no additional
advantages could be achieved by using larger values of the battery capacity. Considering that the
yearly energy cost was of the order of more than 90,000 $ in this scenario with four DCs, the cost saving
may achieve more than 80,000 $ per year. Furthermore, since DCs can be composed of thousands of
servers rather than just one to a few hundred, this saving might be as high as 5.5 million $ per year.
Since 1 kWp corresponds to 5 m2 of PV panels, the case reported in the figure corresponded to quite
large areas (around 1000 m2 for the 200 kWp case). This is a potential limitation to the adoption of RE,
whose feasibility strongly depends on the environment in which the DC is located.
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Figure 7. Energy cost and cost-saving. The DCs have the same PV panel size, reported on the x-axis.

5.2. Benefits of Workload Distribution

The workload distribution and its adaptation to RE production can be observed in Figure 8,
which reports the number of VMs per DC for the whole simulation, whose duration was one week.
The day-night pattern is clearly visible, as well as the temporal shift due to the different time-zones
in which the DCs are located. The approach followed pretty closely the RE production patterns,
showing a good capability of adaptation to operation conditions that were changing.
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which panels were installed preferentially in those DCs with high efficiency and low PUE. The details
of the scenarios are reported in Table 2.

Table 2. Scenarios for the distribution of PV panels.

DC 1 DC 2 DC 3 DC 4

Scenario 1 20 kWp 40 kWp 60 kWp 80 kWp

Scenario 2 80 kWp 60 kWp 40 kWp 20 kWp

Scenario A 20 kWp 20 kWp 20 kWp 20 kWp

Scenario B 40 kWp 0 kWp 40 kWp 0 kWp

Scenario C 0 kWp 0 kWp 80 kWp 0 kWp

The total amount of energy purchased from the power grid was the same. However, Scenario 1
allowed achieving 25% higher cost-saving, suggesting that it is better to invest in the power supply of
those DCs that consume more, so as to get the highest benefit from the green energy that is produced.
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Figure 10. Cost-saving and total grid energy demand for the scenarios 1 and 2 reported in Table 2.

However, price also should be taken into account. To further investigate the PV panel distribution
strategies, Figure 11 reports the savings that can be achieved when the PV panels are installed in one
DC only, according to what is reported in the x-axis. Observe that cost-saving does not only depend
on PUE, but it depends also on the price of electricity, which is, on average, 0.1, 0.09, 0.14 and 0.16
$/kWh per each of the DCs. The lowest saving of about 7% was obtained by placing the RE generator
where the average energy price was the lowest, i.e., 0.09 $/kWh, with an intermediate value of PUE.
Slightly higher cost-savings were obtained by placing the PV panel in DC 1, having a similar average
energy price and a slightly lower PUE with respect to DC 1. By placing the PV panels in DC 4, showing
the highest average energy price (77% higher than for DC 1) and value of PUE, cost-saving results
more than doubled. This behavior is partly due to the variability of energy prices over time and the
location-dependent RE production levels. Indeed, the average daily RE production varied depending
on the location, being 4.2, 3.7, 3.2 and 3 kWh per kWp of PV panel capacity in each of the different DC
locations, respectively.
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Figure 11. Cost-saving achieved by installing the PV panels in one DC only.

Finally, the effects of PV panel capacity consolidation is analyzed in Figure 12, which shows the
cost-saving obtained in three different scenarios having the same total PV panel capacity of 80 kWp.
In Scenario A, each DC was equipped with a 20-kWp PV panel; in Scenario B, two PV panels with
a capacity of 40 kWp were installed in two DCs; in Scenario C, an 80-kWp PV panel was installed
in a single DC. The different scenario configurations are reported in Table 2. For Scenarios B and C,
the DCs equipped with PV panels were selected considering the configuration providing the highest
cost-saving. Consolidating the RE generation capacity in 50% of the DCs allowed achieving the same
cost-saving of almost 15%, which was obtained by distributing the RE generation capacity among all
DCs. Conversely, if the same PV panel capacity was located in a single DC, only 10% of the energy bill
could be saved. Hence, given the same initial investment for installing a PV panel system with the
desired capacity, it was more convenient to select a limited number of DCs to be powered with RE,
rather than equipping all DCs with some PV panels.
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Figure 12. Cost-saving achieved by installing the same total PV panel capacity (80 kWh) according to
different configuration scenarios: (A) 20 kWp per DC in four DCs; (B) 40 kWp per DC in two DCs; (C)
80 kWp in a single DC.

5.4. Impact of Assignment Function

The proposed workload assignment policy, which we denote as min−costH policy, aims at
assigning VMs to DCs in which the energy cost is currently the lowest among the various DCs. In
order to perform the workload assignment taking into account also the future energy price variations,
which are observed during the period corresponding to the average VM lifetime, we defined a slightly
different workload assignment policy, denoted as min−costLT policy. We assumed to know in advance
the hourly energy prices and that the hourly energy demand was constant during the VM lifetime.
Considering that no predictions about actual RE production were made and that the average VM



Conclusions

§ ICT sustainability is a key challenge that requires the 
adoption of 
– energy consumption strategies 
– renewable energy sources

§ Joint network and energy management strategies are 
needed 

§ Through assignments and migrations, strategies should 
adapt load  to 
– energy production
– consumption 
– cost 
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