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Is sustainability an issue? 

Michela Meo - Next GWiN 2018 2	Climate Change, 2016). We performed both a linear and exponen-
tial fit to the data shown in Fig. 7. The coefficient of determination
R2 of the exponential fit was 0.9978 and 0.9957, with an average
annual growth rate of 8.1% and 7.0% for the minimum and
maximum curves respectively. The R2 of the linear fit, on the other
hand, was 0.9857 and 0.9930, for the minimum and maximum fits
respectively. Although the exponential fit is slightly higher and
more realistic, we show both fits on Fig. 7 to offer a lower bound of
our projections. Both exponential fits predict that by 2040, the ICT
carbon footprint could account for as much as 14% of the total
worldwide footprint at the 2016 level, and hence exceed the
current relative footprint of the Agriculture sector (9%), and almost
half of the current total footprint of the industrial sector (29%) in
the United States (U.S. Environmental Protection Agency, 2017).

It's interesting to note that the gap between the minimum and
maximum projection for the exponential fit appears to close at
around year 2035. We remind the reader that the gap between the
minimum and maximum projections is due primarily to our large
uncertainty about the lifecycle annual footprint of computers
(desktops and laptops) and displays. The total combined relative
contribution of those devices declined from 35% in 2010 to 20% in
2020, and is expected to continue to decline beyond 2020, and
hence it's reasonable to expect the gap between the minimum and
maximum projections to eventually become negligible. Our expo-
nential projections through 2040 shows a crossover where the
minimum curve surpasses the maximum curve. We surmise this
behavior as an artifact of the exponential fit, and the increased error
that is inherent to extrapolations over such a long time scale in
general. The key message of the exercise however is that both the
minimum and maximum projections suggest that continued
exponential growth of the ICT footprint, if unchecked, will reach as
high as 14% of the total worldwide footprint, a clearly unacceptable
level as it will definitely undermine any reductions achieved from
the other GHGE emissions sources.

On the other hand, the linear fits show an increase to 6% and 7%
for the minimum and maximum projections respectively. While a
linear fit is unrealistically conservative, it still shows almost a
doubling of the relative contribution of ICT from 2020 levels and
a 10-fold increase from the 2007 levels. It's arguable that an

incremental increase of 6% of the global levels of CO2-e emissions
from ICT might still seriously undermine the global efforts to curb
GHGE emissions overall.

6. Discussion & limitations

The above analysis of the growing impact of ICT industry on the
global carbon footprint takes into precise and methodical account
the impact of the production footprint in addition to the energy
consumption of the ICT devices. It also accounts and highlights for
the first time the contribution of smart phones to the overall
impact. While most of the reviewed literature has focused on the
impact of personal computers, and mostly desktops, we found that
by 2020, the contribution of PC's (including desktops and note-
books) accounts for no more than 13% of the total ICT impact, and is
expected to continue to decline in relative terms beyond 2020, with
most of the decline coming from the desktops sector, which
dropped from 18% in 2010 to 7% in 2020, while notebooks dropped
from a relative contribution of 8%e6% in the same period. Displays
continue to contribute significantly to the overall footprint where
they dropped from an overall 9%e7% in the same 10-year period.

The big surprise however in our findings is the disproportionate
impact of smart phones by 2020, and its vertiginous growth from
4% in 2010 to 11% in 2020 in relative terms. In absolute terms, the
GHGE emissions of smart phones grew from about 17MteCO2-e in
2010 to 125MteCO2-e in 2020, representing a 730% increase in the
span of 10 years. This impact is clearly driven by the fact that the
production energy makes up 85e95% of its lifecycle annual foot-
print, driven by the short average useful life of smart phones of 2
years, which is driven by the telecom membership business model.
Clearly this business model, while highly profitable to the smart
phone manufacturers and the telecom industry, is unsustainable
and quite detrimental to the global efforts in GHGE reductions.

Furthermore, the contribution of the ICT infrastructure makes
up the lion share of the overall industry impact, growing from 61%
in 2010 to 79% in 2020. Most of that relative growth comes from the
data center industry, which as we move increasingly into a digital
age, has become the backbone of both the Internet as well as the
telecom industry, and grew its contribution to the overall footprint

Fig. 7. ICT footprint as a percentage of total footprint projected through 2040 using both an exponential and linear fits.

L. Belkhir, A. Elmeligi / Journal of Cleaner Production 177 (2018) 448e463458

Source: Lotfi Belkhir, Ahmed Elmeligi, 
‘’Assessing ICT global emissions 
footprint: Trends to 2040 & 
recommendations”, Elsevier Journal of 
Cleaner Production 177 (2018) 
448-463  

§  According to recent estimates, ICT industry  
–  generates  about 3% of emissions today 
–  might generate up to 14% emissions by 2040 

 

From  
4% to 14% 

 in 20 years!  



Where is the forecast coming from?  

§  The expected growth of electricity demand and hence 
emissions is due to the data tsunami 

§  Traffic increase is due to a number of reasons  
–  high-rate multimedia applications 
–  traffic generated by several connected vehicles and machines 
–  robots and digitalized systems producing huge amounts of data 
–  huge amounts of data to be stored in data centers 
–  more people connected in developing countries 
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Data tsunami: traffic growth 

Michela Meo - Next GWiN 2018 4	

0	
20	
40	
60	
80	

100	
120	
140	
160	
180	
200	

2016	 2017	 2018	 2019	 2020	 2021	

Fixed	Internet	

Managed	IP	

Mobile	data	

IP
 tr

af
fic

  (
P

B
 p

er
 m

on
th

)  

§  IP traffic will triple in 5 years! 
§  An increasing portion is mobile  

(23%) 
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(46%) 

23% CAGR  
(Compound Annual Growth Rate) 

46% CAGR  

Source: Cisco VNI, 2017 



Data tsunami: high-rate services 
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Services (in PB per month)  

Gaming:  
CAGR 2016-2020: 62% 

Video:  
CAGR 2016-2020: 31% 

The popularity of high-rate services is increasing 
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Data tsunami: growth of IoT devices 
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§  Growth of a factor 3  
§  Huge numbers! 



Data tsunami: traffic growth everywhere 
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Source: Cisco VNI, 2017 

CAGR between 21% and 50%  
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Not only a matter of consumption 

§  Consumption is only one side of the story 
§  Sustainability issues have to be evaluated by considering 

how electricity is generated (carbon footprint) 
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 coal 

gas 

oil 

Source: The Shift Project Data Portal, 
Energy Transition Think Tank 
http://www.tsp-data-portal.org 

Still a lot of fossil fuel  
à carbon emissions 



What do these data say?  

§  There is and will be a significant increase of ICT 
technologies, everywhere, with more demanding services 

§  ICT energy consumption grows at a faster pace than other 
sectors: the portion of electricity usage for ICT grows  

§  Electricity generation is still mainly based on fossil fuel, 
there is a threat to climate and environment 

 
§  There is an issue of ICT sustainability 
§  Make ICT more sustainable: consume less, consume better 
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What do these data say?  

§  Energy consumption reduction alone is not enough 
§  Sustainability calls for new energy generation principles: 

need to use renewable energy sources but they are  
–  Intermittent 
–  Difficult to predict  

§  ICT services  
–  Require reliability and continuity of power supply  
–  Tend to be non-elastic in the time scale of energy generation 

§  Power supply and service provisioning must be 
considered jointly  
–  Power supply à tailored for service  
–  Service provisioning à aware of power supply   
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Where in the network? 

Michela Meo - Next GWiN 2018 11	

Source: The Zettabyte Era, Cisco white paper, June 2017 

White paper
Cisco public

© 2017 Cisco and/or its affiliates. All rights reserved.

Trend 9: Traffic-pattern analysis (peak compared to average  
and CDN uptake and SD-WAN)
Although average Internet traffic has settled into a steady 
growth pattern, busy hour traffic (or traffic in the busiest 
60 minute period of the day) continues to grow more 
rapidly than average Internet traffic. Service providers 
plan network capacity according to peak rates rather 
than average rates. In 2016, busy hour Internet traffic 
grew 51 percent, and average traffic grew at 32 percent. 
Between 2016 and 2021, global busy hour Internet use 
will grow at a CAGR of 35 percent, compared with 26 
percent for average Internet traffic (Figure 25).

Video is the underlying reason for accelerated busy hour 
traffic growth. Unlike other forms of traffic, which are  

spread evenly throughout the day (such as web  
browsing and file sharing), video tends to have a  
“prime time.” Because of video consumption patterns, 
the Internet now has a much busier busy hour. Because 
video has a higher peak-to-average ratio than data or 
file sharing, and because video is gaining traffic share, 
peak Internet traffic will grow faster than average traffic. 
The growing gap between peak and average traffic is 
amplified further by the changing composition of Internet 
video. Real-time video such as live video, ambient video, 
and video calling has a peak-to-average ratio that is 
higher than on-demand video.

Figure 25. Busy hour compared with average internet traffic growth

Source: Cisco VNI Global IP Traffic Forecast, 2016–2021.
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Changes in traffic topology are being brought about by 
the increasing role of content delivery networks (CDNs) 
in data delivery. CDNs will carry 71 percent of total 
Internet traffic by 2021 (Figure 26), up from 52 percent 
in 2016. Although network performance is usually 
attributed to the speeds and latencies offered by the 
service provider, the delivery algorithms used by CDNs 
have an equal if not more significant bearing on 
video quality.

Much CDN traffic is carried by private CDNs rather than 
third-party CDNs. Private CDNs are those built and 
operated by content providers for their own content, and 
only their content. Private CDN capacity is not available 
to other content providers for purchase. Large private 
CDN operators include Google, Amazon, Facebook, 
and Microsoft. Sixty-eight percent of CDN traffic will be 
carried by private CDNs by 2021 (Figure 27).

Figure 26. Global content delivery network internet traffic, 2016 and 2021
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Figure 27. Private and third-party content delivery network internet traffic, 2016 and 2021

Source: Cisco VNI Global IP Traffic Forecast, 2016–2021.
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§  Focus shift towards the edge of the network carrying 
–  connectivity 
–  computing and storage capacity 

§  Need for resource on demand approaches 



Green mobile networks 
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Joint work with M. Ajmone Marsan, D. Renga, G. Vallero 

•  OPEX reduction & sustainability 
•  Emerging countries  
•  Interaction with the Smart Grid 
•  Multi-utility services (energy 

and communication services) 



Energy and resource management 
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Energy and Resource Management 

clusters of cells with  
one macro-cell and 6 
micro-cells 

choose where to 
get energy from: 
priority to 
renewable energy 



Energy and resource management 
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Energy and Resource Management 

micro-cells in sleep mode if 
the macro can carry the traffic  



Energy and resource management 
§  Objectives 

–  minimizing operational costs (OPEX)  
–  guaranteeing good QoS   
–  providing service continuity 
–  preventing power outages 
–  responding to Smart Grid requests 
–  .... 

 
Need to take decisions on  

–  energy to use 
–  resource to allocate  
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network operator 

power distribution operator 

Need to know (predict) 
–  generated energy  
–  traffic demand 

ML approaches for 
prediction 



Methodology 
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Step 1: 
Training 
 

Step 2: 
Operation 

Step 2a: 
Prediction 

Step 2b: 
Take decisions 



Methodology 
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●  Block Linear Regression 
●  Artificial Neural Networks  

(1, 2, 24, 48)  
●  Long Short Term Memory Cell  
●  Baseline (based on mean and 

variance)  
●  Baseline with ANN to estimate 

difference from the mean  

●  Linear Regression 

●  Energy source 
●  BS sleep mode 



Scenario 
From the real data of an Italian  
operator, consider the  
following areas of Milan:  
1.  Residential 
2.  Business 
3.  Politecnico di Milano (campus) 
4.  Duomo (turistic) 
5.  Industrial 
6.  FS (Train station) 
7.  San Siro (stadium) 
8.  Rho Fiere (exhibitions) 
 
2 months of data 
§  1.5 month of training 
§  14 days of operation 
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•  10 kWp of capacity 
per cluster 

•  Data from PVWatt  
(by NREL) 
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Fig. 5. Comparison of the effectiveness of prediction techniques under RoD: (a) Energy consumption, (b) Energy consumption reduction, (c) Percentage of
time slots with transferred data less than 90%.

between 8% and 23%, is purchased from the power grid,
typically during night when energy is cheaper. Comparing the
effectiveness of the different algorithms, results indicate that,
with all the considered traffic forecast algorithms, except for
the Baseline with and without ANN, energy consumption is
very close to the ideal case (where we assume perfect knowl-
edge of future traffic demand). The Baseline with and without
ANN show the highest and the lowest energy consumption
drops, respectively. From Fig. 5c we see, however, that energy
reduction is achieved at the cost of QoS deterioration. With the
exception of the Baseline with ANN, the other ML algorithms
have equivalent performance, with QoS deterioration that
depends of the area but is usually below 5%. When BLR,
LSTMC and one or more ANNs are used, differences among
the network performance indicators are limited, so that these
approaches can be considered equivalent.

Observe now in Fig. 6 the ANRMSE (i.e., the error of
the ML algorithms in predicting the traffic). ANRMSE is,
in general, quite small. Interestingly, the Baseline, despite
showing good QoS, reaches 3.17 in ANRMSE, that is the
largest error among the considered prediction techniques. This
happens because for our combined energy saving and QoS
goals, the correct estimation of traffic is important only around
the values that are taken as thresholds for the decision to
switch on or off some small cell BSs. Large errors in traffic
estimations in periods of low or high traffic are irrelevant,
since no network operation action is taken. Hence, ANRMSE
is not a direct indicator of the effectiveness of a prediction
algorithm in our scenario.

B. Impact of traffic patterns

We now investigate the impact of traffic patterns. As al-
ready visible in the previous figures, there is quite some
difference among the performance indicators in the various
geographical areas. To better catch this, Fig. 7 combines
energy consumption and QoS by representing each prediction
algorithm in each area with a marker positioned so that the
x-axis value corresponds to the energy consumption and the
y-axis value corresponds to bad QoS slots. We clearly see that
results are clustered according to the geographical area. The

Fig. 6. ANRMSE of the traffic forecast algorithms.

Fig. 7. Energy consumption and time slots with transferred data less than
90%, with different prediction techniques under RoD.

area-dependent behavior derives from the traffic patterns that
characterize the areas. For example, the RAN portions that
we called San Siro and Rho Fiere exhibit the most favorable
patterns, with long periods of low traffic demand, and irregular
and unpredictable peaks that result in the largest ANRMSE
and the worst QoS.

We now consider two quite different areas: Rho Fiere
and Duomo. Figs. 8a and 8b highlight the inter-relations
among the different performance indicators obtained with
RoD, using different traffic demand forecast algorithms in
each area. As expected, the performance in the two areas
is significantly different for all indicators. This means that

Comparison among ML algorithms 
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BSs always on Ideal case 

green energy 

brown energy 

§  The saving is good 
§  The performance of the 

ML algorithms is similar 



Comparison among ML algorithms 
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Power consumption reduction wrt 
reference scenario [%] 

The saving is good but it 
strongly depends on the 
area (traffic pattern)  

6

(a) (b) (c)

Fig. 5. Comparison of the effectiveness of prediction techniques under RoD: (a) Energy consumption, (b) Energy consumption reduction, (c) Percentage of
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Comparison among ML algorithms 
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Baseline with ANN: While with 
similar power saving, QoS 
deterioration is significantly worse 

Performance vs QoS is a 
complex trade-off and predictions 
are critical for the trade-off 
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Traffic prediction 
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ANRME: Average (over the BSs) normalized 
root mean square error (over the predictions) 

With the Baseline: Big error but 
little impact on QoS 



Traffic prediction 
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Error in periods that do not impact on 
BS operations and related decisions 
à predictions must be evaluated 
based on their impact on decisions 



Impact of traffic pattern 
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Different areas have quite different 
performance à ML predictions are 
needed to automatically adapt to 
the area characteristics 

Consumption 
reduction  



Conclusions 
§  ICT sustainability is a key challenge that requires the 

adoption of renewable energy sources 
§  Joint network and energy management strategies are 

needed to 
–  Exploit at best the potentiality of resource on demand for 

consumption reduction 
–  Effectively use renewable energy sources  

§  ML algorithms for predicting energy production and 
demand for services are effective 
–  adapt to the characteristics of the various areas  
–  adapt to the possible slow variations due to urban environment 

transformations  
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Thanks! 
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